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Ignatova I. V., Dat senko N. V., Rudyk N. V. Several Methods for Evaluating the Investment Attractiveness of Small Innovation Enterprises

An important factor of impact on the development and living abilities of small and medium-sized innovation enterprises, including startups, is the opportunity to evaluate their investment attractiveness. The main reason for the «failure» of such enterprises is the lack of instrumentarium to forecast the potential number of their customers, and therefore their financial results. The article suggests the number of projected customers as an indicator for evaluation of the investment attractiveness of small innovation enterprises. The authors propose to use a number of mathematical models on the basis of the instrumentarium of descriptive statistics and simulation modeling. The proposed models are built on the basis of the hypothesis of normality of the distribution law of random amounts of income clients and allow forecasting with high accuracy in relation to the day of week, and therefore evaluating the investment risks for potential investors.
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Игнатова Ю. В., Даценко Н. В., Рудик Н. В. Некоторые методы оценивания инвестиционной привлекательности малых инновационных предприятий

Важным фактором, влияющим на развитие и жизнедеятельность малых и средних инновационных предприятий, в том числе стартапов, является возможность оценить их инвестиционную привлекательность. Основной причиной «провала» таких предприятий является отсутствие инструментария для прогнозирования потенциального количества своих клиентов, а значит, и финансовых результатов. В качестве показателя оценивания инвестиционной привлекательности малого инновационного предприятия в статье предлагается рассматривать количество прогнозируемых клиентов. С этой целью предложено использовать ряд математических моделей на основе инструментария дескриптивной статистики и имитационного моделирования. Предложенные модели построены на основании гипотезы о нормальности закона распределения случайного количества поступления клиентов и позволяют осуществить прогноз высокой точности в зависимости от дня недели, а значит, и оценить инвестиционные риски для потенциальных инвесторов.
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Nowadays the issue of the actual state and prospects of start-up technologies occupies a prominent place in economic research in the world and in Ukraine, in particular. Recently the economic situation in Ukraine has imposed some corrections to the prospects of introducing start-up technologies, which leads to the reduction of investment assets and some other problems. However, the realities of 2015–2016 showed that the potential of Ukrainian and international start-ups is sufficient to resist the crisis.

After analyzing a number of literary sources [1; 3; 5; 7; 9; 11–14], we have formulated a simple and clear definition of a start-up. Thus, in our opinion, the start-up can be defined both as an individual innovative project and a company (small or medium) founded for its implementation. The development of the practice of start-ups in Ukraine is at the initial stage and the key performance indicators of such activities are low. In today’s world the innovative activity and, as its consequence, innovative projects are not massive. Every new business needs a unique idea and technology to produce a product or service that would not have analogs in the competitive market. Moreover, this project does not have to be expensive and, most importantly, should be popular among consumers. Thus, the current market creates a request for the emergence and development of start-ups in the original, correct sense of understanding, that is, such projects, the idea of which would be unique and have no analogs, and at the same time it would not be as expensive as innovative developments and would not require huge human, energy and financial resources. Therefore, great hopes for improving the economic situation are laid on the development of innovative small businesses.

The main directions of start-ups development in recent years are:

- **hardware** – start-up projects in the field of technologies: 3D-printing, development of drones and various devices, etc.;
- **financial services** – start-ups, which enable clients to save time and money when carrying out financial transactions;
- **medicine** – design of devices to monitor the state of health, efficiency of disease treatment methods, etc. For example, applications, which monitor biological parameters of the human body functioning, or a platform for choosing a doctor and receiving advice and treatment in any country of the world.
- **education** – one of the fast developing areas of start-ups. Today platforms, which help remotely or internally examine any scientific field, from IT to foreign languages, are actively created.
- **Internet of Things (IoT).** Over the last year, the most promising in this regard was the home security, for example, Ajax Systems – “cozy house” or Solar Gaps — smart blinds, which can accumulate solar energy;
- **Big Data** – data management and analysis in order to use this information for business development and enterprises growth.

**Problem statement.** Regardless of the chosen direction, any start-up faces the problem of finding initial financing. This problem is related to the start-up’s potential measurement and forecasting of the financial results.

At the planning stage of a new project the founder is interested in how much labor the project will require, how long it will take to implement it and, which is more important, how much money is needed for this. Incorrect calculation of the project budget can not only lose some revenue but incur significant losses. A preliminary assessment of the project can help to avoid such failures and make a decision on whether to accept or reject the project.

It is also important to identify the risks because a potential investor needs to know what to invest and what it may cost him. There are different methods that help to determine the project risks. They all have their strengths and weaknesses. To select a particular method of assessment of the financial potential and risks of an IT start-up, the founder should be fully aware of all the existing methods.

The availability of some statistical information about some enterprise makes it possible to use this information to predict its profitability of and potential for growth in the market. However, the essential feature of assessing start-ups, first of all, is the lack of financial history, i.e., the absence of any statistics at all. In the latter case, according to [9], it is appropriate to use the method of analogies, which implies the application of “the base of data and knowledge on similar projects that were implemented before” [9, p. 32].

The **aim** of the research is to develop methods for assessment of the investment attractiveness of small innovative enterprises based on the available statistical information.

According to [4; 11; 12], statistics and mathematics should be instruments helping the investor to ensure a financial payback and return on the projects. For a long time, to analyze investments, in particular in terms of where, when and how to invest, specialists have been using Markowitz portfolio theory [9, p. 150]. However, in our opinion, this theory is ineffective when investing in start-ups because the return on the venture capital is not distributed evenly as it is provided under Markowitz theory.

It is a difficult task to perform a numerical analysis of small and medium innovative enterprises at the initial stage. The assessment of return on capital for start-up differs from traditional methods of liquid assets evaluation.

The careful study of changes in return on investment, as noted by some analysts, including [12], indicates that income of start-ups is likely subject to normal or lognormal distribution law, i.e., the logarithm of random income variable has a normal distribution. The list of typical values considered as lognormal ones could include the following: duration of illness, duration of marriage, income distribution of families (branches, countries), amount of capital invested in the start-up, amount of reserve funds that will be required for future investments, etc.

The economists Elton and Gruber have proved that Markowitz portfolio theory is also associated with lognormal distribution. If we assume that the return on capital falls under the normal distribution, but in practice it is on the contrary, all previous calculations will have no sense, and the evaluation of return on investment will be irrelevant.
In its turn, article [10] proposes to use the normal distribution to simulate the number of the start-up clients. However, this approach has its drawbacks, namely, how many clients the start-up attracts also depends on certain factors, which were not taken into account in the model.

Thus, there is the unsolved issue of building a model for assessment of the investment attractiveness of small innovative enterprise that would take into account all previous shortcomings being easy enough to use.

Since the absence of statistics data is the main feature of a vast majority of small innovative enterprises, in order to develop the method of assessing the level of start-up investment attractiveness we propose to use the database of an enterprise working in the same sphere (the method of analogies). For instance, let’s consider the potential growth of start-ups promoting content on social networks. As an analog of such enterprise let’s take a closer look at the well-known start-up Buffer [2].

Among the famous start-ups, Buffer takes a special place as one of the first start-ups providing full statistical information on its activities. Therefore, the development of the method of assessing the potential of this start-up will allow using it for measuring the potential of enterprises working in a similar field but without any statistical records or databases.

In particular, similarly to [10; 12–14], we will consider the number of new clients attracted to using the Buffer service as an indicator of the start-up investment attractiveness. In order to forecast the number of new service clients, we have analyzed in detail the historical data constituting the general totality in a time series for the whole period of business activity (January 2012 – October 2016). The last six months (04.04.2016 – 10.30.2016) reflect the latest trend in the number of clients of the start-up. According to this, we can construct a mathematical model of the potential number of clients. Let’s analyze the statistical data using the descriptive statistics instruments. The proposed Fig. 1 shows the visualization of time series selected from the representative sample.

As only the number of clients as of the specific date is known, we have an opportunity to visualize the number of clients depending on the day of the week (Fig. 2).

Based on Fig. 2 we can conclude that the number of clients attracted to Buffer at weekends rather differs from that on weekdays. Thus, it is necessary to investigate whether the difference between these two categories is significant before constructing the mathematical model of forecasting the potential number of Buffer’s clients.

We divided the selected data into two strata as follows:
- **weekday stratum** – the number of new clients attracted to the start-up on weekdays (from Monday till Friday inclusive);
- **weekend stratum** – the number of new clients attracted to the start-up at weekends.

![Fig. 1. The total number of clients attracted to Buffer for the period of January 2012 – October 2016](source: developed by the authors based on [2]).

![Fig. 2. The number of clients attracted to Buffer on weekdays and at weekends for the period of January 2012 – October 2016](source: developed by the authors based on [2]).
Let’s analyze these strata with regard to the selected sample based on the instruments of the descriptive statistics [6; 8]. In particular, as the main statistical indicators for the analysis carried out by means of stratified sampling we will choose the following ones:

a) Mean – the average of all values:
\[ \bar{x} = \frac{\sum_{i=1}^{n} x_i}{n}, \quad (1) \]

where \( n \) is the number of observations; \( x_i \) – income of the small innovative enterprise; \( i = 1, 2, 3, \ldots, n \);

b) Median (Med) – the middle observation when values of the variable of income \( x_i \) are sorted from the smallest to largest ones;

c) The standard deviation (StDev, or \( \sigma \)) – the square root of the average of the squared deviations from the mean:
\[ \sigma = \sqrt{\frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{n}}; \quad (2) \]

d) The sampling error (SE (\( \bar{x} \))) – the difference between the point estimate (mean) and the true value of the population parameter being estimated:
\[ SE (\bar{x}) = \frac{\sigma}{\sqrt{n}}. \quad (3) \]

Table 1 presents the analysis of the sample and each stratum on the above mentioned indicators.

Based on the results represented in Table 1, it is clear that statistical indicators for each stratum somewhat differ. It is necessary to determine whether this difference is significant. If the difference is significant we need to construct a mathematical model of forecasting the number of the start-up’s clients for each stratum. Conversely, if the difference is not significant the model of the forecasting could be constructed for the whole sample.

The confidence intervals for the mean values for each stratum should be constructed in order to analyze these differences. The tests of statistical hypotheses should be also conducted.

We construct confidence intervals for the mean values for each stratum using the following parameters:

a) degrees of freedom, \( df = n - 1 \);

b) confidence level;

c) \( t \)-value – the theoretical value of the Student’s test for the selected values of confidence and number of degrees’ freedom, which can be found in standard normal distribution tables;

d) Lower limit – lower limit of confidence interval \( \bar{x} - SE(\bar{x}) \cdot t-value \);

e) Upper limit – upper limit of confidence interval \( \bar{x} + SE(\bar{x}) \cdot t-value \).

Based on the aforementioned parameters we obtain the following results presented in Table 2.

Table 2 demonstrates that the average number of clients on weekdays does not get in the confidence interval for the number of clients at weekends and vice versa. So, the question is whether there is a significant difference between the mean values of strata.

Let’s define the difference between the mean values of strata and range of the confidence interval of the difference. The following parameters of descriptive statistics will be used:

### Table 1

<table>
<thead>
<tr>
<th>Strata</th>
<th>Mean</th>
<th>Median</th>
<th>StDev</th>
<th>n</th>
<th>SE (( \bar{x} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample</td>
<td>114.624</td>
<td>119</td>
<td>37.068</td>
<td>103</td>
<td>3.652</td>
</tr>
<tr>
<td>Weekday stratum</td>
<td>138.394</td>
<td>139</td>
<td>25.773</td>
<td>71</td>
<td>3.059</td>
</tr>
<tr>
<td>Weekend stratum</td>
<td>68.094</td>
<td>65.5</td>
<td>14.759</td>
<td>32</td>
<td>2.609</td>
</tr>
</tbody>
</table>

**Source:** calculated by the authors based on [2] using Formulae (1) – (3).

### Table 2

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Values for Weekday stratum</th>
<th>Values for Weekend stratum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>138.394</td>
<td>68.094</td>
</tr>
<tr>
<td>Median</td>
<td>139</td>
<td>65.5</td>
</tr>
<tr>
<td>StDev</td>
<td>25.773</td>
<td>14.759</td>
</tr>
<tr>
<td>( df )</td>
<td>71</td>
<td>32</td>
</tr>
<tr>
<td>SE (( \bar{x} ))</td>
<td>3.059</td>
<td>2.609</td>
</tr>
<tr>
<td>( t )-value</td>
<td>1.994</td>
<td>2.040</td>
</tr>
<tr>
<td>Lower limit</td>
<td>132.294</td>
<td>62.772</td>
</tr>
<tr>
<td>Upper limit</td>
<td>144.495</td>
<td>73.415</td>
</tr>
</tbody>
</table>

**Source:** calculated by the authors based on [2] using Formulae (1) – (5).
a) Mean difference, or $\bar{x}_{diff}$ – the difference between the mean values of the stratum:

$$\bar{x}_{diff} = \bar{x}_1 - \bar{x}_2;$$  

(6)

b) StDev, or $\sigma_{diff}$ – the standard deviation of difference of the mean values between the stratum:

$$\sigma_{diff} = \sqrt{\frac{(n_1-1)\sigma_1^2 + (n_2-1)\sigma_2^2}{n_1 + n_2 - 2}},$$  

(7)

where $n_1$ – is the number of observations in the first stratum; $n_2$ – is the number of observations in the second stratum; $\sigma_1$ – standard deviation of the first stratum; $\sigma_2$ – standard deviation of the second stratum;

c) df – the number of degrees of freedom for the difference of the mean values, $n_1 + n_2 - 2$;

d) $SE(\bar{x})$ – the standard error for the difference of the mean values

$$SE(\bar{x}) = \sigma_{diff} \sqrt{\frac{1}{n_1} + \frac{1}{n_2}};$$  

(8)

e) $t$-value – the Student’s test critical value for the selected level of confidence and the number of degrees of freedom;

f) t-test – the actual value of the Student’s t-test

$$t_{test} = \frac{\bar{x}_1 - \bar{x}_2}{SE(\bar{x})};$$  

(9)

g) the number of strata $i = 1, 2$.

Based on the aforementioned parameters we obtain the following numerical values presented in Tbl. 3.

**Table 3**

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>70.301</td>
</tr>
<tr>
<td>StDev</td>
<td>22.962</td>
</tr>
<tr>
<td>$SE(\bar{x})$</td>
<td>4.889</td>
</tr>
<tr>
<td>df</td>
<td>101</td>
</tr>
<tr>
<td>Confidence level</td>
<td>0.95</td>
</tr>
<tr>
<td>t-value</td>
<td>1.984</td>
</tr>
<tr>
<td>Lower limit</td>
<td>60.6024</td>
</tr>
<tr>
<td>Upper limit</td>
<td>79.999</td>
</tr>
</tbody>
</table>

Source: calculated by the authors based on [2] using Formulae (6) – (9).

Tbl. 3 shows that the confidence interval for the mean difference is rather broad. It is necessary to verify the statistical hypotheses on the significance of this difference. So, let us put forward the null and alternative hypotheses about significance of the mean difference.

The implementation of the null hypothesis ($H_0$) will indicate that $\bar{x}_1 - \bar{x}_2 = 0$. It means that this difference is not significant and the whole sample can be used for forecasting.

The implementation of the alternative hypothesis ($H_a$) will indicate that $\bar{x}_1 - \bar{x}_2 > 0$. In this case, the forecast should be built separately for weekdays and weekends.

The results of statistical hypotheses testing are presented in Tbl. 4.

**Table 4**

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0$</td>
<td>$\bar{x}_1 - \bar{x}_2 = 0$</td>
</tr>
<tr>
<td>$H_a$</td>
<td>$\bar{x}_1 - \bar{x}_2 &gt; 0$</td>
</tr>
<tr>
<td>Mean difference</td>
<td>70.301</td>
</tr>
<tr>
<td>$SE(\bar{x})$</td>
<td>4.889</td>
</tr>
<tr>
<td>df</td>
<td>101</td>
</tr>
<tr>
<td>t-test</td>
<td>14.379</td>
</tr>
<tr>
<td>Ratio of sample var</td>
<td>3.050</td>
</tr>
<tr>
<td>p-value</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Source: calculated by the authors based on [2] using Formulae (6) – (9).

Since $p$-value – the probability of accepting $H_0$ – is significantly less than 5 %, the alternative hypothesis of the significance of mean differences is taken into account. It means that the forecast of the number of new clients should be made separately for each stratum.

Thus, based on the statistical data of the Buffer startup, let’s construct a mathematical model of the forecast number of new clients. For this purpose, we use the methodology [10] taking into account its drawbacks and make a forecast separately for the clients attracted on weekdays and at weekend.

In accordance with the law of large numbers, if we take a set of parameters from any sample and put them together, then the distribution of these amounts has the normal distribution. The more summands, the closer its distribution to normal. Based on the law of large numbers we can hypothesize that the number of clients attracted to the startup is normal.

To adapt the random number of clients attracted to the normal distribution low with average value of $\bar{x}$ and standard deviation $\sigma$, we will use the Monte-Carlo imitation method. At that, we take into account pessimistic and optimistic scenarios:

+ **pessimistic scenario** – the forecast number of clients attracted on the following day may be less than the number of clients on the previous day. In its turn, the standard error will vary for the average number of clients in the previous period to the average number of clients according to the statistical data. Also, the forecast number of clients may be less than the minimum number of the startup’s users in the representative sample;

+ **optimistic scenario** – the forecast number of clients that will be attracted on the following day cannot be less than the number of clients on the previous day. As well as in the pessimistic scenario, the standard deviation, in turn, will vary by the share of the average number of clients in the previous period...
with respect to the average number of clients in historical dataset. Also the forecast number of clients can’t be less than the minimum number of users of the start-up in the representative sample.

Thus, let’s make a forecast for the number of the service users for the following month. With this purpose we will use the simulation modeling tool based on the normal law of probability distribution

\[ f(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\bar{x})^2}{2\sigma^2}}, \quad (10) \]

with the average value \( \bar{x} \) and standard deviation \( \sigma \) for each stratum.

Let the probability of the number of clients per 1 day may be distributed randomly in the range from 0 to 1. For the modeling of the client attraction on weekdays we will make 150 experiments of occurrence of the probability as presented in Table 5.

<table>
<thead>
<tr>
<th>Experiment #</th>
<th>Probability of attraction of new clients</th>
<th>Actual number of new attracted clients</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.962045</td>
<td>167</td>
</tr>
<tr>
<td>2</td>
<td>0.660521</td>
<td>134</td>
</tr>
<tr>
<td>3</td>
<td>0.551235</td>
<td>142.4</td>
</tr>
<tr>
<td>4</td>
<td>0.157268</td>
<td>75.33333</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>149</td>
<td>0.861734</td>
<td>158.7</td>
</tr>
<tr>
<td>150</td>
<td>0.301862</td>
<td>108.7</td>
</tr>
</tbody>
</table>

Source: calculated by the authors.

According to Table 5, the number of new attracted clients meets the probability distribution function calculated by Formula (10) with the mean value and standard error of clients attracted on weekdays. Thus, for example, having substituted 0.962 probability in Formula (10) with \( \bar{x} = 138.934 \), \( \sigma = 25.773 \), we get that the start-up can attract \( x = 167 \) users on a weekday with the probability 0.962. Other experiments were conducted similarly.

Base on the results of the simulation modeling of the number of new clients attracted on weekdays, the number of new clients on the first forecast day will be 167 or 134, or 142, etc. Thus, the average number of clients per day will be:

\[ \bar{x} = \frac{\sum_{i=1}^{150} x_i}{150} = 124. \quad (11) \]

In this case the standard deviation is \( \sigma = 37 \) clients.

The results of the simulation modeling of the number of new clients attracted under both scenarios and historical data for weekdays are shown in Fig. 3.

Similarly to the abovementioned approach, the simulation model of forecasting the number of Buffer’s clients at weekends was build. The results of forecasting new users under both scenarios and historical data for the weekends are shown in Fig. 4.

The forecast of new clients for each day of the week based on the combined results of previous stages is presented in Fig. 5.

**CONCLUSIONS**

Nowadays the problems and tasks in the field of innovative entrepreneurship are particularly relevant. This development enables innovative businesses to achieve the strategic vector associated with overcoming the raw material dependence of the domestic economy and developing new technological order.

An important factor, which influences the business activity and development of small and medium innovative enterprises, including start-ups, is a possibility to determine the number of its potential clients. The main cause of “failure” of such enterprises is the lack of tools for forecasting the potential number of its clients and, thus, the financial results. For this purpose, it is suggested to use a series of mathematical models based on toolkits of descriptive statistics and simulation modeling. The proposed model is based on the hypothesis of normal distribution of a random number of clients and allows making a high accuracy forecast depending on the day of the week and, thus, estimating the investment risks for potential investors. As the prospects for further research, in our opinion, it is reasonable to conduct a study of time series of new clients and systemize factors, which can influence it, particularly tools of marketing strategy, quality of the website, number of visitors, etc.
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Климчук О. В. Стратегічні принципи становлення та розвитку біопаливної індустрії в Україні

The article is aimed at highlighting the strategic principles of formation and development of the biofuel industry in Ukraine at a competitive level. The carried out comprehensive analysis of scientific publications indicates the relevance of the pace of development in the biofuel industry as in the world, so in Ukraine. However, the low level of consumption and production of biofuels in our country requires further research of strategic nature. It has been found that formation of the competitive production of biofuels in Ukraine would ensure the positive developments in the economic, energy, agro-industrial, and environmental directions. On the basis of the carried out SWOT-analysis, the author has evaluated internal forces and the system of internal shortages, as well as the resource potential of the agro-industrial complex towards the implementation of existing external opportunities and confronting various threats, emerging in the market conditions during the process of development and rise of the biofuel industry.
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